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Abstract

A two-dimensional transient fixed-grid enthalpy-based numerical method is developed to analyze the effects of

turbulent transport during a binary alloy solidification process. Turbulence effects are introduced through standard k–e
equations, where coefficients are appropriately modified to account for phase-change. Microscopically-consistent

estimates are made regarding temperature-solute coupling in a non-equilibrium solidification situation. The model is

tested against laboratory experiments performed using an NH4Cl–H2O system in a rectangular cavity cooled and

solidified from the top. Particular emphasis is laid on studying the interaction between Rayleigh–Benard type con-

vection and directional solidification in the presence of turbulent transport. Numerical predictions are subsequently

compared with experimental results regarding flow patterns, interface growth and evolution of the temperature field,

and the agreement is found to be good.

� 2002 Elsevier Science Ltd. All rights reserved.

1. Introduction

Significant effort has recently been devoted towards

mathematical modeling of solidification processes, with

the basic aim of enhancing both qualitative and quan-

titative understanding processes involving phase change.

Further improvements in this area can eventually lead to

more optimized process designs in applications such as

metal casting, materials joining, semiconductor crystal

growth and electronics cooling with phase change ma-

terials. Moreover, interactions between solidification

and convection are of particular significance in devel-

oping deeper physical insights into various natural

phenomena such as formation of icebergs and evolution

of igneous rocks.

A typical solidifying system in many practical situa-

tions is the binary mixture. When a binary melt solidifies

non-isothermally, the solidifying domain is character-

ized by separate solid and liquid regions, as well as a

mushy region comprising of a matrix of solid, dendritic

crystals with fluid-filled interstices. As solidification

proceeds, the solute phase is rejected from solidify-

ing dendrites in the mushy region. On a local scale,

the solute is redistributed by diffusion transport. How-

ever, on a macroscopic scale, thermo-solutal convec-

tion currents carry the expelled solute further away

from the site of rejection, and results in the so-called

macrosegregation. Moreover, such interaction between

double-diffusive convection and alloy solidification

may be further complicated, in case the solidification

is initiated by cooling a melt from the top. This is

because the rate of heat and mass transfer during

solidification may be influenced by Rayleigh–Benard

type of cellular flow patterns formed below a continu-

ously deforming interface, when the Rayleigh number

exceeds a critical value for the onset of natural convec-

tion. In such a situation, flow conditions inside the melt

may even be characterized by Rayleigh numbers
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exceeding a transitional value, leading to the onset of

turbulence.

Numerous attempts, in general, have been made to

understand the general transport mechanisms in binary

alloy solidification processes, both theoretically and ex-

perimentally, as reviewed in [1]. A pioneering study for

understanding the interaction between unidirectional

solidification and convection that occurs when a melt is

cooled from the top has been executed by a series of

investigations undertaken by Kerr et al. [2–4] In their

laboratory experiments, ice was frozen from a mixture

of water and isopropanol. A continuum model was used

to describe the partial differential equations governing

heat and solute transport inside the domain. However,

convective heat flux from the liquid region was calcu-

lated with a semiempirical formula appropriate for tur-

bulent convection at high Rayleigh numbers, without

resorting to detailed modeling for turbulence. Attempts

towards bridging this gap have rarely been made in

subsequent investigations, and hence, in the present

paper, specific attention is paid to focus on significant

issues of turbulent transport in the context of solidifi-

cation processes of binary alloys.

A pioneering effort in incorporating the effects of

turbulence in mathematical modeling of solidification

during a Ti–6Al–4V alloy ingot casting was reported in

Shyy et al. [5]. However, the treatment of turbulence was

performed using a linear relation between eddy diffu-

sivities and molecular values of viscosity and thermal

conductivity. Shyy et al. [6] first used a modified tur-

bulence model based on the standard k–e two-equation

closure to predict the phase change and convection–

diffusion characteristics during titanium alloy ingot

casting in an electron beam melting process. However,

Nomenclature

A a coefficient in the Darcy source term

Al a coefficient in Darcy source term

aP ; aP0 coefficients in discretization equation

c specific heat

C species concentration

Cl proportionality constant in the formula of

eddy viscosity

Ce1 modelling constant for production term in e
equation

Ce2 modelling constant for destruction term in e
equation

D species mass diffusion coefficient

fl liquid fraction

fl damping parameter for turbulent viscosity

F , G constants in Darcy source term

F �1 inverse of latent heat function

gi component of acceleration due to gravity in

the ith direction

DH latent heat content of a control volume

h sensible enthalpy

hl height of liquid layer

k turbulent kinetic energy

kp partition-coefficient

kT thermal conductivity

K permeability

L latent heat of fusion

p pressure

Rt turbulent Reynolds number

S/ source term for dependent variable /
t time

T mean temperature

T 0 temperature fluctuation

U , V mean velocity in x and y directions, respec-

tively

Ui mean velocity in ith direction

u0, v0 velocity fluctuation in x and y directions,

respectively

u0i velocity fluctuation in ith direction

xi co-ordinate direction in ith direction

x, y co-ordinate directions

Greek symbols

a thermal diffusivity

at eddy thermal diffusivity

bT thermal coefficient of volumetric expansion

bS solutal coefficient of volumetric expansion

e dissipation rate of kinetic energy

/ general dependent variable

l dynamic viscosity

lt turbulent viscosity

m kinematic viscosity

rc, rk, rt, re turbulent constants

q density

Subscripts

c, cold cold wall

h, hot hot wall

l liquid phase

L liquidus

m evaluated at melting point

max maximum value

old old iteration value

ref reference state

i, 0 nominal or initial value

Superscript

n level of iteration
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the issues of species conservation did not feature in the

physical process under investigation, and hence appro-

priate treatment of temperature-solute coupling, with

associated microscale issues were not addressed. Subse-

quently, similar models were utilized to investigate var-

ious metallurgical processes, especially related to steel

casting applications [7–9]. Recently Netto and Guthrie

[10] employed a comprehensive k–e model for heat

transfer and fluid flow during solidification, in order to

evaluate the performance of a novel delivery system for

a single-belt steel casting process. However, simplifica-

tions in mushy zone modeling were made in the model

by assuming that the latent heat is released between the

liquidus and solidus temperatures in a uniform manner.

Moreover, a steady state situation was assumed and

natural convection effects were not included. Most sig-

nificantly, issues of thermo-solutal coupling and micro-

scopically consistent treatment of evolution of latent

heat during the phase-change processes were not ad-

dressed.

The aim of the present work is to numerically analyze

the effects of turbulent transport in a binary alloy so-

lidification process, along with experimental validation.

This is achieved by a macroscopic mathematical mod-

eling that attempts to represent relevant microscopic

issues in a metallurgically consistent manner. The model

includes two-dimensional transient flow with coupled

momentum, heat and species transfer. Natural convec-

tion effects are also included by introducing appropriate

buoyant production terms. Turbulence effects are in-

troduced through standard k–e equations, in which co-

efficients are appropriately modified to account for

phase-change. The release of latent heat between the

liquidus and solidus temperatures is estimated from a

temperature-solute coupling which includes the effect of

non-equilibrium solidification and microscale transport.

This results in microscopically consistent estimates of

transport quantities in the regime of interest, by making

use of appropriate governing equations for species dis-

tribution. To the best of our knowledge, modeling of

turbulent transport during solidification of binary al-

loys, with due incorporation of the above features, is a

matter yet to be addressed in the literature. In the pre-

sent work, laboratory experiments are also performed

using a metal-analog system, and simulation results are

validated against the experimental observations.

2. Mathematical model

2.1. Description of the physical problem

The mathematical model is described with respect to

a physical situation shown schematically in Fig. 1. A

binary mixture (NH4Cl–H2O solution, in this case) is

initially kept in a fully liquid state inside a two-dimen-

sional rectangular cavity. Solidification is initiated by

cooling the cavity from the top, while the side faces are

kept insulated. The top and bottom wall temperatures,

Tcold and Thot, respectively, are obtained experimentally,

as described subsequently in Section 4. The rectangular

cavity is chosen to be of 160 mm width and 50 mm

height. For the present top-cooled cavity with a height

of 50 mm and with a nominal DT (i.e., Thot � Tcold) of
about 30 �C, the initial Rayleigh number is estimated to

be of the order of 107, which is well within the turbulent

regime. It can be noted here that the effective Rayleigh

number (Ra) in the present study involves a solutal

Rayleigh number ðRaSÞ, in addition to the existing

thermal Rayleigh number ðRaTÞ, as given below:

Ra ¼ RaT þ RaS

i.e.,

Ra ¼ gbT½ThðtÞ � TcðtÞ�
alml

h3l ðtÞ þ
gbS½CLðtÞ � Ci�

alDl

h3l ðtÞ

where hlðtÞ is the height of the liquid layer as a function of

time. In the present case, with progress in solidification,

Fig. 1. A schematic diagram of the model problem.
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the effective height of the liquid layer will continuously

decrease, leading to a corresponding decrease of the

Rayleigh number. Hence, the present system allows us

to address the turbulent as well as laminar regimes of

convection during directional solidification.

2.2. The conservation equations

The most important assumptions adopted in the

mathematical model are listed below:

1. Solidification morphology is columnar dendritic.

2. Flow in the mushy region can be modeled as flow

through a porous medium.

3. Thermo-physical properties can be evaluated by vol-

ume averaging of individual constituent properties of

the mixture [11].

4. Evolution of latent heat in the solidification domain

is influenced by microscale species transport.

5. Species redistribution during solidification is, in gen-

eral, characterized by non-equilibrium effects [12].

6. Shrinkage effects during solidification are neglected.

Under the above assumptions, the governing con-

servation equations for the model problem can be

written as follows.

2.2.1. Conservation of mass (continuity equation)

The single-phase continuity equation for an incom-

pressible fluid is given by:

oUi

oxi
¼ 0;

ou0i
oxi

¼ 0 ð1Þ

where the superscript (�0�) represents the fluctuating

component of a scalar variable.

2.2.2. Conservation of linear momentum

The equivalent single-phase linear momentum con-

servation equation for the i�th direction is given by

(i ¼ 1; 2):

oðqUiÞ
ot

þ oðqUiUjÞ
oxj

¼ � op
oxi

þ o

oxj
l
oUi

oxj

� �

�
oðqu0iu0jÞ

oxj
þ qgi½bTðT � TrefÞ

þ bSðCl � CrefÞ� � AUi ð2Þ

where gi is the component of acceleration due to gravity

in the ith direction, Tref and Cref are reference values of

temperature and concentration, respectively. The source

term AUi in Eq. (2) originates from the consideration

that the morphology of the phase change domain can be

treated as an equivalent porous medium that offers a

frictional resistance towards fluid flow in that region, the

modelling of which is detailed in Section 2.3. The term

�o=oxjðqu0iu0jÞ is called Reynolds stress term, the mod-

eling of which is detailed in Section 2.4.

2.2.3. Conservation of energy

The single-phase energy equation for turbulent flow

is given by:

oðqT Þ
ot

þ oðqUiT Þ
oxi

¼ o

oxi
flkTl

=cl
��

þ ð1� flÞkTs
=cs

� oT
oxi

�

� 1

c
oðqDHÞ

ot
� 1

c
o

oxi
UiDH
� �

� oðqu0iT 0Þ
oxi

ð3Þ

where c is the specific heat, kT is the thermal conduc-

tivity, and DH is the latent enthalpy content of the

control volume under consideration.

2.2.4. Species conservation

It is well-known that binary systems, which exhibit

limited solid-solubility, typically exhibit non-equilibrium

solidification, since dendrites are not chemically satu-

rated due to the slow nature of solid-state diffusion [13].

Thus, equilibrium freezing assumptions may provide

inaccurate predictions of local solute segregation be-

tween liquid and solid phases and of phase volume

fraction [14]. Hence, in the present model, we address a

situation that considers non-equilibrium species redis-

tribution on solidification, resulting in a columnar den-

dritic growth with a distinct microstructure [12]. The key

point is that the solute concentration within the bulk

liquid may be uniform over microscopic distances but

may have a non-uniform profile in the solid. With an

additional assumption of no local remelting, the final

form of species conservation equation becomes:

oðqClÞ
ot

þ oðqUiClÞ
oxi

¼ o

oxi
qlflDl

oCl

oxi

� �
�
oðqu0iC0

li
Þ

oxi

þ o

ot
ðqfsClÞ � kpCl

o

ot
ðqfsÞ ð4Þ

where kp is the partition-coefficient.

2.2.5. Governing equations for k and e
The governing equations for k and e in the present

context can be written as:

oðqkÞ
ot

þ Ui
oðqkÞ
oxi

¼ o

oxi
l

��
þ lt

rk

�
ok
oxi

�
þ lt

oUi

oxj

��

þ oUj

oxi

�
oUi

oxj

e
k
� gbT

lt

rt

oT
oy

e
k

� gbS

lt

rc

oCl

oy

�
� qe ð5Þ
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oðqeÞ
ot

þ Ui
oðqeÞ
oxi

¼ o

oxi
l

��
þ lt

re

�
oe
oxi

�

þ Ce1e
k

lt

oUi

oxj

��
þ oUj

oxi

�
oUi

oxj

e
k

� gbT

lt

rt

oT
oy

e
k
� gbS

lt

rc

oCl

oy

�

� qCe2
e2

k
ð6Þ

The values of various turbulence constants appearing in

the above equations are as follows:

Cl ¼ 0:9; rt ¼ 0:9; rc ¼ 0:9; rk ¼ 1:0;

re ¼ 1:3; Ce1 ¼ 1:44; Ce2 ¼ 1:92

It can be observed from the above that the conser-

vation of mass, momentum, energy and species, as well

as closure equations involving k and e can be represented

in a general convection–diffusion conservative form as

[15]:

oðq/Þ
ot

þ o

oxi
qui/ð Þ ¼ o

oxi
Ceff

o/
oxi

� �
þ S/ ð7Þ

where / is the general scalar variable; xi is the coordinate
in the Cartesian system; ui is the component of mean

velocity in direction xi; Ceff is the effective diffusion co-

efficient for the variable /; S/ is the source term for the

dependent variable /. The values of /, Ceff , and S/ for

various conservation equations are given in Table 1.

Since mixture properties may vary over the two-

phase region, non-dimensionalization of the governing

equations (i.e., normalization with respect to some

constant values of material properties) may not be very

appropriate in this case, as far as solution of the gov-

erning equations is concerned. Therefore, we have pre-

ferred a dimensional scheme for solution of the coupled

set of conservation equations. However, it must be rec-

ognized that one of the primary objectives of the present

work is to investigate a general mode of interaction

between momentum and heat transfer during the direc-

tional solidification process. Accordingly, a dimension-

less scheme has been employed for post-processing of

the results from the present investigation, typically de-

picting a relationship between significant dimensionless

parameters such as the effective Rayleigh number (Ra)

and the Nusselt number (Nu) based on heat flux at the

liquidus interface.

Table 1

Table of diffusion coefficients and source terms for various conservation equations

Equation / Ceff S/

Continuity 1 0 0

x momentum U l þ lt
o

oxj
Ceff

oU
oxj

� �
� AU � op

ox

y momentum V l þ lt

o

oxj
Ceff

oV
oxj

� �
� AV � op

oy
þ qg bT T

�	
� Tref

�
þ bC Cl

�
� Cref

�


Energy T fl
kTl

cl
þ ð1� flÞ

kTs

cs
þ lt

rt

� 1

c
o

ot
qflDHð Þ

�
þ o

oxj
qujDH
� ��

Species Cl
qflDl þ

lt

rc

o

ot
qfsCl

	 

� kpCl

o

ot
qfsð Þ

Turbulent kinetic energy k
lt

rk

þ l lt

oUi

oxj

�
þ oUj

oxi

�
oUi

oxj
� gbT

lt

rt

oT
oy

� gbC

lt

rc

oCl

oy
� qe

Dissipation rate of

turbulent kinetic energy

e
lt

re
þ l lt

oUi

oxj

��
þ oUj

oxi

�
oUi

oxj
� gbT

lt

rt

oT
oy

� gbC

lt

rc

oCl

oy

�
Ce1e
k

� q
Ce2e2

k
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2.3. Flow modelling in the mushy zone

In the present model, it is assumed that the phase-

change domain is a saturated porous medium that offers

frictional resistance to fluid flow in that region. Since the

framework of this model is fairly general, any appro-

priate porous-medium model can be chosen to describe

the flow in the region undergoing a phase-change, in

accordance with the morphology of the phase-change

domain. It can be noted here that the aim of the present

study is not to assess the appropriateness of several

porous medium models available in contemporary lit-

erature. Hence, for simplicity, we use a modified Darcy�s
model [16] which is described subsequently. The above

model of viscous flow through a porous medium (as-

suming an isotropic permeability) leads to the following

source term in the momentum equation:

�A�uu ¼ � llq�uu
Kql

ð8aÞ

and

�A�vv ¼ � llq�vv
Kql

ð8bÞ

where K is the permeability. For appropriate modeling

of the above term, K has to be properly prescribed as a

function of liquid fraction, fl. For that purpose, the

Carman–Kozeny relation [14] is used within the range

of validity: 0 < fl < 0:5; i.e.,

K ¼ K0

f 3l
ð1� flÞ2

ð9Þ

where K0 is the porosity constant. However, due to in-

accuracy of this equation for fl > 0:5, a hybrid model is

used for that region [16], as given by:

ll ¼ l0
l

Al

Al � F ð1� flÞ

� �2

ð10Þ

and

K ¼ GK0

f 3l
ð1� flÞ2

" #
; Al ¼ 0:4 ð11Þ

Here, F and G are obtained from the theory of rheology

of suspensions. Their role is to reduce the effects of

excessive damping action of the Darcy-force, and are

expressed as:

F ¼ 0:5� 1

p
arctan½100ðf crl � flÞ� ð12Þ

G ¼ 0:5þ 1

p
arctan½100ðf crl � flÞ��4

; where f crl ¼ 0:5

ð13Þ

In the above equations, f crl can be considered as a crit-

ical liquid fraction upto which the Carman–Kozeny

equation remains valid.

2.4. Modeling of turbulence parameters

2.4.1. Modelling of Reynolds stress terms (�qu0iu
0
j)

In the enthalpy-porosity formulation, because of

modification of usual Navier–Stokes equations made by

the porous medium source terms, the velocity field in the

mushy zone does not yield information to distinguish

dendrites from the melt precisely. There have been only

a few attempts of turbulence modeling in this context. A

recent attempt has been made by Masuka and Takatsu

[17] with regard to turbulence modeling in flow through

porous medium. The above model has subsequently

been discussed by Netto and Guthrie [10], and its use in

the context of solidification modeling has been debated.

However, from physical considerations, the flow in the

mushy region is expected to be laminar. Accordingly, in

the present work, although the k–e-model is applied to

the whole domain, particular considerations are made to

satisfy the following two limiting conditions at the phase

boundaries:

1. The model should reduce the eddy viscosity, turbu-

lent Prandtl number, and Schmidt numbers to their

respective molecular values along the solidus front.

2. The model should merge with single-phase turbulence

closure equations in pure liquid region in a smooth

manner.

In the present analysis, we model the Reynolds stress

terms appearing in Eq. (2) by assuming a turbulent

viscosity of the form:

�qu0iu
0
j ¼ lt

oUi

oxj

�
þ oUj

oxi

�
� 2

3
dijk ð14Þ

where

lt ¼ flClqk2=e ð14aÞ

In Eq. (14a), Cl is a constant, whose value has been

experimentally determined from shear flow experiments.

It is reported that Cl varies from 0.08 to 0.09 [18]. The

function fl can be described as a function of liquid

fraction and turbulent Reynolds number ðRT ¼ ðqk2=
leÞÞ as [6]:

fl ¼
ffiffiffiffi
fl

p
exp

�3:4

1þ RT
50

� �2
" #

ð15Þ

The above exponential form of the function provides a

smooth transition of turbulent viscosity from a deacti-

vated state in the fully solid region to a completely ac-

tivated state in the fully liquid region. The exponential
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function also ensures continuity of the turbulent vis-

cosity across the logarithmic layer in the vicinity of the

solid interfaces.

2.4.2. Modelling of turbulent heat fluxes (�qu0iT 0)

Following the same analogy as the Reynolds stresses,

the turbulent heat fluxes (Reynolds heat fluxes) ap-

pearing in Eq. (3) can be written as:

�qu0iT 0 ¼ qat

oT
oxi

ð16Þ

where at the eddy thermal diffusivity. From the analogy

of laminar flow, at can be expressed as:

at ¼
lt

qrt

ð16aÞ

where rt turbulent Prandtl number. It has been pro-

posed that rt varies from 0.8 to 0.9. In the present work,

we take rt ¼ 0:9.

2.4.3. Modelling of turbulent mass fluxes (�qu0C0
l)

Following the same analogy as the Reynolds stresses,

the turbulent mass fluxes (Reynolds mass fluxes) ap-

pearing in Eq. (4) can be written as:

�qu0iC
0
l ¼ qDt

oCl

oxi
ð17Þ

where Dt the eddy mass diffusivity. From the analogy of

laminar flow, Dt can be expressed as:

Dt ¼
lt

qrc

ð17aÞ

where rc is the turbulent Schmidt number. In the present

work, we take rc ¼ 0:9.

2.5. Initial and boundary conditions

The initial conditions appropriate to the physical

problem are:

At t ¼ 0, T ¼ T0, Cl ¼ C0, fl ¼ 1.

The following boundary conditions are adopted for

solution of conservation equations:

1. No-slip conditions at the walls, i.e., u ¼ v ¼ 0.

2. Specified temperature at the top ðT ¼ TcoldÞ and bot-

tom ðT ¼ ThotÞ walls. In the present work, the top and

bottom temperatures are specified using experimental

measurements as described in Section 4).

3. Insulated side walls, i.e., oT=ox ¼ 0.

4. Zero solute gradient at the walls, i.e., oCl=oy ¼ 0 at

top and bottom walls, and oCl=ox ¼ 0 at the side

walls.

5. Zero value of k and e at the solid walls.

It can be noted that, since we follow a fixed-grid

single-domain enthalpy-porosity approach [19] for so-

lution of conservation equations, the interface locations

come out as direct outcome of the solution procedure

itself, and thus need not be tracked separately. Also,

prescription of boundary conditions at the interface

locations is not required.

3. Numerical analysis

3.1. The numerical scheme

The coupled conservation equations are solved using

a pressure-based finite volume method according to the

SIMPLER algorithm [15]. The algorithm is appropri-

ately modified to account for turbulent transport in the

presence of continuously evolving solidification inter-

faces. The broad steps followed for numerical solution

of the governing equations are as follows:

Step 1: Guess the velocity field.

Step 2: Use the initial and boundary conditions to solve

for the pressure equation, pressure correction

equation, and momentum equations as per

SIMPLER algorithm, in order to obtain an up-

dated velocity and pressure field.

Step 3: Solve for energy and species conservation equa-

tions (details of discretization of convection–

diffusion terms are mentioned in Appendix A).

Step 4: Update nodal enthalpy values consistent with

microscopic considerations.

Step 5: Obtain a value of Cl from updated liquid frac-

tion, and accordingly update the value of lt.

Step 6: Using updated values of lt, solve for k and e
equations.

Step 7: Check for convergence. In case convergence cri-

teria are fulfilled, proceed to the next time-step.

Otherwise, go back to step 2 and iterate until

convergence is achieved within the present

time-step.

From the description of the above algorithm, it is

evident that microscopically consistent updating of fl
and Cl plays a major role towards successful imple-

mentation of the present scheme, apart from the solu-

tion of the conservation equations. Further details of

these updating schemes are outlined in Appendices B

and C.

3.2. Choice of grid-size, time-step and convergence criteria

A comprehensive grid-independence study is under-

taken to determine the appropriate spatial discretiza-

tion, temporal discretization and iteration convergence

criteria to be used. The quantities examined in this study
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are the maximum magnitudes of the various scalar

variables (i.e. horizontal and vertical velocity compo-

nents, temperature, solute concentration in the liquid,

turbulent kinetic energy, and dissipation rate of turbu-

lent kinetic energy), the interface location and its growth

rate. As an outcome of this study, we have taken a

100	 100 non-uniform grid as our final simulation

matrix, with very fine grids along the y-direction near

the top wall (
0.05 mm). Also, we have adopted a

gradually increasing time step, starting from an initial

value of 0.1 s to a final value of 1 s for the later stages.

Selection of such gridding and time step is primarily

meant to capture the initial transients, as the solidifica-

tion begins. Also, small time-steps ensure that the

predictions regarding the interface growth rates are

accurate enough. However, it is found that, a finer

grid system and time step size is unable to alter the

results appreciably. A summary of the grid-indepen-

dence study, involving the evaluation of solution fields

of a test matrix of simulations with four different mesh

spacing and four different time-step sizes is presented in

Table 2.

Convergence in inner iterations is declared only when

the following conditions are simultaneously satisfied:

1. jð/ � /oldÞ=/maxj6 10�4, where / stands for each

variable u, v, T and Cl, k, e at a grid point at the cur-

rent iteration level, /old represents the corresponding

value at the previous iteration level, and /max is the

maximum value of the variable at the iteration level

in the entire domain.

2. Absolute values of the energy balance are within

0.1% of the total stored energy within the computa-

tional domain.

4. Experimental arrangement

The experimental setup for the present study consists

of a rectangular cavity with inner dimensions as

160 mm ðwidthÞ 	 50 mm ðheightÞ 	 90 mm ðdepthÞ
(refer to Fig. 2a), filled with an NH4Cl–H2O solution of

a nominal composition of 15% by weight of NH4Cl. The

plane of visualization is chosen to be the longitudinal

plane ð160 mm	 50 mmÞ midway along the depth of

the cavity. The boundary conditions are so chosen that

fluid flow and interface growth are essentially two-

dimensional in this plane. The side walls of the tank are

made of Plexiglas, which has a low thermal conductivity.

The bottom wall consists of a copper block of 25 mm

thickness, which ensures a uniform bottom surface

temperature. The bottom plate is insulated underneath

with a 10 mm thick sheet of cork. Heat leakage from the

top face above the heat exchanger is minimized by using

a Styrofoam insulation of 25 mm thickness. The side

faces of the cavity are effectively insulated by placing the

test cavity in a larger Plexiglas tank, with a partially

evacuated air gap of 25 mm thickness maintained

between the inner and outer surfaces of the insulated

walls. All cold lines in the circuit are insulated with

polyurethene tubing. The dimensions of the cavity and

the boundary conditions result in a predominantly two-

Table 2

Effect of grid size and time-step size on numerical results

Grid Size jumaxj 	 102 (m/s) jvmaxj 	 102 (m/s) Tmax (�C) Cl;max (wt.% NH4Cl)

Panel (a)

120	 120 0.86711 (65,35) 0.011% 0.74333 (72,34) 0.041% )7.3200 (80, 0.25) 0.010% 15.8350 (80, 38.2) 0.007%

100	 100 0.86710 (65,35) 0.012% 0.74320 (72, 34) 0.043% )7.3124 (80,0.25) 0.011% 15.8342 (80,38.25) 0.008%

80	 80 0.85412 (60, 32) 1.508% 0.69143 (78, 32) 6.565 )8.6011 (80, 0.4167) 17.341% 15.3667 (84, 36.5) 0.443%

60	 60 0.8445 (58, 28) 8.667% 0.6001 (70, 28) 18.122% )8.5667 (80, 0.5) 21.468% 15.0001 (80, 35) 1.035%

Minimum

time step

size Dt (s)

jumaxj 	 102 (m/s) jvmaxj 	 102 (m/s) Tmax (�C) Cl;max (wt.% NH4Cl)

Panel (b)

0.05 0.86711 (65,35) 0.011% 0.74322 (72,34) 0.043% )7.3122 (80, 0.25) 0.010% 15.8344 (80, 38.25) 0.007%

0.1 0.86710 (65,35) 0.012% 0.74320 (72, 34) 0.043% )7.3124 (80,0.25) 0.011% 15.8342 (80,38.25) 0.008%

0.5 0.86709 (64, 35) 0.015% 0.74319 (70, 34) 0.898% )7.3001 (80, 0.25) 0.028% 15.8295 (78, 38.2) 0.087%

0.75 0.85246 (70, 28) 4.787% 0.70021 (70, 28) 4.545% )7.6125 (80,0.25) 0.079% 15.9776 (78, 38.2) 0.344%

Panel (a): Effect of grid size on results: Numbers in the bracket represent locations (mm, mm) in the cavity (with respect to the bottom

left corner), where the quoted values occur. The percentages quoted represent relative errors corresponding to the above quoted values.

The time-step size is taken as Dt ¼ 0:1 s, for all cases. All results correspond to t ¼ 5000 s.

Panel (b): Effect of time-step size on results: Numbers in the bracket represent locations (mm, mm) in the cavity (with respect to the

bottom left corner), where the quoted values occur. The percentages quoted represent relative errors corresponding to the above

quoted values. The grid size is taken as 100	 100, for all cases. All results correspond to t ¼ 5000 s.
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dimensional solidification behaviour in the plane of vi-

sualization. The top surface of the cavity comprises of a

cooling plate made of oxygen-free electrolytic copper.

The coolant used is pure ethanol that is cooled in a

Julabo-FP40 programmable microprocessor-controlled

constant-temperature bath. The bath capacity is 12 l of

ethyl alcohol under a pressure head of 290 mb. The

coolant�s path through the heat exchanger has been

designed to ensure an efficient heat extraction. The

pumping rate of the circulator can be upto 20 litres per

minute and the fluctuations of the controlled tempera-

tures lie within �0.01 �C.
The experiment is initiated by switching on the bath,

which is initially maintained at the same temperature as

that of the working fluid inside the test cavity. After the

bath is switched on, the top surface temperature of the

cavity decreases rapidly, and then asymptotically ap-

proaches a near steady-state value, as shown in Fig. 3.

Fig. 3. Variation of temperature with time at the top and bottom boundaries.
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Fig. 2. Schematic diagram of the experimental arrangement (a) overall experimental setup, (b) lighting arrangement for flow visu-

alization.
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Typically, it takes about two hours for both the wall

temperatures (top and bottom) to attain near steady-

state values.

The thermal evolution of the experiment is monitored

using a Keithley DASTC 16 channel thermocouple card,

with copper-constantan T-type 30 gage Teflon-coated

copper-constantan thermocouples (manufactured by TC

Ltd., UK) as temperature sensors. They are calibrated

against a platinum resistance thermometer possessing an

accuracy of �0.01 �C. The uncertainty in temperature

measurement with the thermocouples is �0.2 �C. The
data acquisition system consists of a Pentium-based

personal computer, which records the temperature

variation with time. Seven thermocouples are inserted

into the cavity at various locations in a vertical plane

and are supported on a wire-frame. The other nine

thermocouples are routed through the heat exchanger

channels and the pathways, and located in the vicinity of

the top and bottom walls. Holes of 0.7 mm diameter are

drilled at different locations staggered on the top as well

as the bottom plate, through which thermocouples are

inserted and are sealed with a high-conductivity thermal

paste. The variation of the top and bottom wall tem-

peratures with time, as obtained under experimental

conditions, is shown in Fig. 3. Since these wall temper-

atures are also used as boundary conditions for the

numerical simulation, extreme care is exercised to en-

sure the consistency of the measured temperatures. This

is done by executing numerous experimental runs,

(typically 16 in number) and thereby assessing the re-

peatability of the temperature measurements by the ther-

mocouples.

During the experiments, we observe the growth of the

solid layer through the transparent front wall of the

cavity. The interface is photographed and zoomed in to

identify its precise location at any given time from the

scales (graduated in millimetres) attached to the outer

surfaces of the test-piece. The evolution of the interface

is monitored by direct photography using diffused

lighting. However, such visualization arrangements are

not adequate for recording the cellular convective flow

pattern accompanying the solidification process. Ac-

cordingly, the fluid flow is visualized by employing a

sheet of red-coloured helium-neon laser light having a

power of 45 mW. The laser light is scattered by neutrally

buoyant hollow glass spheres (dia. ranging from 40–60

lm) seeded in the cavity fluid. It is ensured that the

solution containing neutrally buoyant glass spheres has

the same concentration as that of the test-fluid. How-

ever, independent runs without introducing glass spheres

have also been conducted to confirm that there is no

additional effect on solidification caused by the intro-

duction of glass spheres. Conglomeration between the

glass particles is prevented by introducing a small

amount of soap solution into the cavity. Photographs

are taken using a normal 35 mm SLR camera. The

above arrangement enables us to conveniently visualize

the overall flow-field characterized by the presence of

convecting cells in conjunction with the evolving solid-

ification interface, depicting the interaction between

Rayleigh–Benard convection and directional solidifica-

tion. The temperature measurement and flow visualiza-

tion experiments are conducted separately so as not to

interfere with each other. The flow visualization ar-

rangements are sketched in Fig. 2b.

5. Results and discussion

Once cooling is initiated from the top, natural con-

vection begins inside the cavity. The convection is sim-

ilar to classical Rayleigh–Benard convection, resulting in

typical cellular flow patterns. The cellular convection

enhances the heat transfer in the liquid layer, which is

being cooled as a result of heat exchange taking place at

the top wall. Once the liquid in the vicinity of the top

wall attains a temperature lower than the solidus tem-

perature, nucleation occurs which subsequently leads to

the formation of a stable solid front attached to the top

wall. However, there is a distinct difference in the in-

terface patterns that are observed in the present case, as

compared to the ones in the presence of laminar Ray-

leigh–Benard type convection [19]. In laminar Rayleigh–

Benard convection, the convective cells are usually

characterized by zones of up-flow and down-flow mo-

tions of warm and cold fluid streams, respectively,

leading to a wavy interface growth [19]. Solidification

rate is retarded near the zones where warm fluid streams

rise towards the interface. On the other hand, solidifi-

cation rate is enhanced at locations characterized by

descending cold fluid streams. The above phenomenon

results in a formation of crests and troughs at the in-

terface in such situations [19]. However, in the present

case, convection is characterized by turbulent transport

that results in an enhanced mixing inside the fluid. Al-

though the mean flow is still characterized by large-scale

cellular motion, the enhanced thermal diffusivity in this

case does not allow the interface to become wavy.

Moreover, the thickness of the mushy zone formed be-

low the solidified phase is also perceptibly smaller than

in case of a laminar flow [19]. This is because of the fact

that turbulent fluid motion induces high thermal and

solutal gradients just below the interface, thus bringing

the solidus and liquidus fronts closer to each other. This

effectively ‘‘washes out’’ the mushy zone, resulting in a

situation almost similar to that of freezing of a single-

component system.

The evolution of fluid flow along with the liquidus

interface is depicted in Figs. 4–11, which show the nu-

merically obtained streamlines and interface locations at

different instances of time, until the flow dies down. The

thermophysical properties for numerical simulation are
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taken from Voller et al. [12]. A trend of continuously

evolving flow-field and interface can be seen from the

above figures, which is supported by experimental ob-

servations as well. From the above figures, it can be

clearly seen that the flow-field is initially characterized

by two major circulating loops. Subsequently (at ap-

proximately t ¼ 3600 s), the loops tend to break down

into smaller cells approaching towards the side-walls of

the cavity. Eventually, at approximately t ¼ 4000 s, four

major loops can be observed; specifically two big loops

in the central region accompanied by two small loops

near the side faces. At about t ¼ 5000 s, the big loops at

the central portion become unstable, and subsequently

they become envelopes of two distinct counter-rotating

cells (at approximately t ¼ 6000 s). At about t ¼ 7200 s,

the central cells stabilize again. However, transitions in

the mode of convection continuously tend to make the

configurations of these cells fluctuate, as the height of

the liquid layer continuously diminishes. In the process,

the cells formed in the vicinity of the side walls get

continuously stretched, as time progresses. The aspect

ratios (length: width) of these cells increase progres-

sively, and those for the central cells decrease continu-

ously. At about t ¼ 16000 s, the four cells eventually

break down into five cells of different sizes. These cells

subsequently tend to stretch and fold, in order to be

accommodated in a continuously thinning liquid layer.

At about t ¼ 39500 s, the two cells at the middle of the

domain suddenly disappear, and the other two cells

progressively move towards the corner of the cavity,

until the fluid flow eventually dies down at about

t ¼ 42000 s. At the corresponding liquid layer height,

the thermo-solutal buoyancy forces become too weak to

maintain natural convection against dissipative viscous

forces.

In order to have a clear visualization of the cellular

flow patterns, experimental photographs depicted in Fig.

12 can be referred to. Fig. 12a shows a zoomed portion

in the middle plane of the cavity. It is apparent that the

experimentally obtained flow-pattern shown in Fig. 12a

resembles a corresponding numerical simulation shown

in Fig. 7a, where two central counter-rotating vortices

Fig. 4. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 1200 s, (b) t ¼ 1800 s and (c) t ¼ 2500 s. All

dimensions are in m.
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can be observed. Fig. 12b depicts a zoomed portion near

the right corner of the cavity, where a small vortex near

the wall is accompanied by a larger vortex stretching

towards the center of the cavity. The above trend com-

pares well with the corresponding numerical simulation

shown in Fig. 7b. The evolution of the solidifying in-

terface is also captured during the experiments, as

shown in Fig. 13. For qualitative and quantitative

evaluation of the interface growth, the overall evolution

of the visualization experiment is summarized in Fig. 14,

where the experimental results are also compared with

the corresponding numerical predictions. The average

thickness (taken across the entire horizontal distance in

the plane of visualization) of the solid layer and mushy

layer are plotted against time in Fig. 14. From Fig. 14,

we observe that the average thickness of the solid and

the mush with time are predicted with reasonable ac-

curacy by the present model. Nucleation starts at about

t ¼ 900 s after initiation of the experiment. The nucle-

ation is typically characterized by the formation of tiny

crystals on the top wall, capable of further growth. In

about 1250 s, a continuous solid layer of about 2 mm in

thickness can be observed at the top. Thereafter, the

interface grows in a stable fashion, leading to a thick-

ening of the solid layer, and consequently, a thinning of

the liquid layer. Regarding the growth of the mushy

zone, an interesting feature is observed. The mushy zone

initially grows in a stable fashion till about t ¼ 7500 s,

though the growth rate is much slower than that of the

solid interface. Further, the relative size of the mushy

zone with respect to that of the total height of solid and

mushy layers seems to be smaller than that produced in

the presence of a laminar Rayleigh–Benard convection

[19]. After about t ¼ 10000 s, the mushy layer height

eventually starts decreasing, and almost goes to zero

after about t ¼ 25000 s. The entire phenomenon can be

explained as follows. At initial periods of turbulence,

the mushy zone cannot grow at a fast pace, because

of enhanced turbulent mixing, as explained earlier. The

mushy layer thickness increases gradually in the begin-

ning, but the growth rate decreases with progress in

solidification. As solidification progresses, NH4Cl is

being constantly released in the liquid, thereby increas-

ing its concentration in the bulk liquid, bringing it closer

Fig. 5. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 3600 s, (b) t ¼ 4000 s and (c) t ¼ 5000 s. All

dimensions are in m.
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to the eutectic composition. With shift in concentration

of the bulk fluid towards the eutectic composition, the

temperature difference between the solidus and liquidus

also keeps decreasing, leading to a thinning of the mushy

layer. After about 25 000 s from the start of the experi-

ment, the liquid composition reaches the eutectic state,

causing the mushy layer to vanish. Thereafter, there is

no further change in bulk liquid composition, and the

mixture solidifies isothermally. Hence, even though the

convection strength decreases with further progress in

solidification (due to a thinning of the liquid layer

height), it does not cause any reappearance or thicken-

ing of the mushy layer.

As mentioned earlier, during the experimental in-

vestigation, temperatures have been monitored using a

set of thermocouples. The experimental temperature–

time history is compared with the corresponding nu-

merical simulations using the measured top and bottom

wall temperatures as boundary conditions. A typical

temperature–time history is shown in Fig. 15, corre-

sponding to a thermocouple location at a height of 28.5

mm from the bottom, located on the central vertical axis

of the cavity. It is observed that the cooling rate is quite

fast in the beginning, owing to an imposed cooling at the

top boundary. However, the temperature curve starts

flattening after some time (at t 
 10000 s), and stabilizes

to a nearly constant value at a later stage during solid-

ification. We may observe here that this trend of tem-

perature variation with time is similar to that of the top

wall shown in Fig. 3. The flattening of the temperature–

time curve corresponds to the initiation of solidification

at the top surface. The latent heat release during solid-

ification decreases the cooling rate of the top surface,

and thereby stabilizes the top wall temperature. The

turbulent convection ensures good mixing in the liquid

layer, thus causing an interior point (such as the ther-

mocouple location) in the liquid to experience a tem-

perature–time trend similar to that of the top wall.

Temperature–time history at other vertical positions are

also recorded (not shown here), and a similar behaviour

is observed. Interestingly, the flattening of the cooling

curves seem to occur approximately at the same time in

Fig. 6. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 6000 s, (b) t ¼ 7200 s and (c) t ¼ 8000 s. All

dimensions are in m.

S. Chakraborty et al. / International Journal of Heat and Mass Transfer 46 (2003) 1115–1137 1127



each case, irrespective of the thermocouple location.

Corresponding numerical simulations show a good

agreement with the experimental plots in all the above

cases.

A general interaction between heat transfer, mass

transfer and fluid flow during the evolution of the so-

lidification process can be better understood by studying

the variation of Rayleigh number (based on instanta-

neous liquid layer height) with time, as depicted in Fig.

16. It can be observed from the above figure that the

thermal Rayleigh number (RaT) is maximum at the be-

ginning of the solidification process, primarily because

of the maximum liquid layer height present initially.

Once the interface starts advancing towards the bottom

of the cavity, the effective liquid layer height progres-

sively goes down, leading to a continuous decrease of the

thermal Rayleigh number. In addition, the temperature

difference between the bottom boundary and the solid-

ification interface decreases asymptotically, thus en-

hancing the decrease of the thermal Rayleigh number.

The solutal Rayleigh number (RaS), on the other hand, is

influenced by two opposing effects. A continuous thin-

ning of the liquid layer has a tendency to lower the

solutal Rayleigh number. At the same time, a continu-

ous solute rejection with progress in solidification en-

hances the concentration gradients acting across the

domain, thus tending to increase the solutal Rayleigh

number. The resultant variation in RaS, therefore, de-
pends on the relative strengths of these two opposing

factors. However, once the solute concentration in the

liquid (Cl) reaches eutectic concentration (CE), the con-

centration difference (Cl � Ci) becomes a constant. A

further decrease in liquid layer height, therefore, results

in a monotonic decrease in the solutal Rayleigh number.

The resultant Rayleigh number (Ra ¼ RaT þ RaS) ini-

tially follows the trend represented by the thermal

Rayleigh number, since thermal gradients are much

stronger than solutal gradients at early stages of solidi-

fication. A solidification progresses, thermal Rayleigh

number becomes relatively insignificant in comparison

to the solutal Rayleigh number, at about t ¼ 1:5	 104 s

(Fig. 16). Thereafter the resultant Rayleigh number

Fig. 7. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 8800 s, (b) t ¼ 9800 s and (c) t ¼ 10900 s. All

dimensions are in m.
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follows closely the trend presented by the solutal Ray-

leigh number at later stages of solidification.

Fig. 17 represents the variation of Nusselt number

(Nu) with Rayleigh number (Ra) during the entire pro-

cess. It can be noted here that the above Nusselt number

is based on the heat flux at the interface, i.e. ðNu ¼
ðq00liqhlÞ=ðkT;LðTh � TcÞÞ. It can be observed from Fig.

17(a) that as the effective Rayleigh number decreases,

the Nusselt number also decreases. The variation of

Nusselt number is not linear, but can be closely ap-

proximated as a power law variation, with the exponent

approximately equal to 0.3. This trend matches well with

some other familiar instances of turbulent Benard con-

vection. However, to have a closer look at the variation

of Nusselt number at lower ranges of Rayleigh number,

the curve in Fig. 17(a) is zoomed in Fig. 17(b), within a

Rayleigh number range 0–2	 104. It can be clearly ob-

served that there is an abrupt change in slope of the

curve at a Rayleigh number of about 2	 103. This, in

effect, represents the critical Rayleigh number, below

which fluid motion completely dies down, and heat

transfer takes place only by conduction. Below this

Rayleigh number, the Nusselt number comes out to be

unity, which suggests that advection effects are not

present once the Rayleigh number becomes less than this

critical value.

6. Conclusions

A modified k–e model for numerical simulation of

turbulent transport during non-equilibrium solidifica-

tion processes of binary alloys is presented. By invoking

appropriate constitutive relations representing species

transport at the microscopic level, metallurgically con-

sistent predictions from the present model are effectively

ensured. Particular emphasis is given for appropriate

modeling of turbulence parameters, so that the model

merges with single-phase turbulence closure equations in

the pure liquid region in a smooth manner. Laboratory

experiments are performed using an NH4Cl–H2O solu-

tion kept in a rectangular cavity that is solidified by

cooling from the top. Cellular flow patterns below the

continuously deforming solidification interface are ob-

served, as the flow transits from turbulent to the laminar

regime. Growth rates of mushy and solid interfaces are

Fig. 8. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 12100 s, (b) t ¼ 13200 s and (c) t ¼ 15000 s. All

dimensions are in m.
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also measured, and are compared with corresponding

numerical predictions. In addition, thermal evolution

recorded during experiments are compared with corre-

sponding numerical results. For all cases, a good

agreement between numerical and experimental results

can be observed. Finally, a variation of some important

non-dimensional convection parameters such as the

Rayleigh number and Nusselt number is obtained, de-

picting a clear picture of interaction between turbulent

Rayleigh–Benard convection and directional solidifica-

tion.

Appendix A. Discretization of convective and diffusive

flux

In the present control volume approach, the fluid

flow equations are solved using the SIMPLER algo-

rithm [15]. For the other conservation equations (such as

the energy and species conservation equations, as well as

the governing equations for turbulent kinetic energy and

dissipation rate of turbulent kinetic energy), the con-

vection–diffusion fluxes are discretized using a power-

law scheme [15]. However, there are additional advective

fluxes on account of evolution of latent heat during the

solidification process, which are discretized using an

�upwind� scheme. Integration of the above advective

fluxes over a control volume yields:Z
CV

rðqu*DHÞdV ¼ flowout� flowin

where

flowin ¼ DHW maxðFw; 0Þ � DHP maxð�Fw; 0Þ
þ DHS maxðFs; 0Þ � DHP maxð�Fs; 0Þ;

and

flowout ¼ DHP maxðFe; 0Þ � DHEmaxð�Fe; 0Þ
þ DHP maxðFn; 0Þ � DHN maxð�Fn; 0Þ ðA:1Þ

It can be noted that subscripts e, w, s, n, E, W , S, N in

Eq. (A.1) are in accordance with the usual nomen-

clature of control points in the context of description

of a control volume in finite volume procedure, as

sketched in figure (A.1). �F � in Eq. (A.1) denotes the

mass flow rate across the respective face of the control

volume.

Fig. 9. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 16000 s, (b) t ¼ 17500 s and (c) t ¼ 21800 s. All

dimensions are in m.
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Appendix B. Generalized enthalpy updating scheme

For accurate prediction of the of the liquid fraction

in the present �fixed-grid enthalpy-based� procedure, the
latent heat content of each computational cell needs to

be updated according to the temperatures predicted by

the macroscopic conservation equations, during each

iteration within a time-step. In a physical sense, such

updating attempts to neutralize the difference in the

nodal temperatures predicted by the energy equation,

and that dictated by the phase-change considerations. In

the present context, we choose an iterative update

scheme proposed by Brent et al. [20], which is of the

form:

DHP½ �nþ1 ¼ DHP½ �n þ
aP
a0P

k hPf gn
	

� F �1 DHPf gn



ðB:1Þ

where a0P ¼ qDV =Dt, aP is the coefficient of TP in the

discretization equation of the governing energy equa-

tion [15], k is a relaxation factor, and F �1 is a suitable

function depending on the phase change morphology.

Here, DV is the volume of a computational cell cen-

tred around the grid pint P , Dt is the time-step chosen

and hP is the sensible enthalpy appropriate to the

nodal point P . The physical meaning of the term

aP=a0P is described in Brent et al. [20]. It may be noted

here that although the paper by Brent et al. [20] es-

sentially deals with pure metals, the formulation of

enthalpy update can be extended to alloy solidification

problems with a proper choice of F �1 function. Hence,

F �1 needs to be devised for the alloy solidification

problem consistently with the microscopic physics

followed in the mathematical formulation, so that

physically meaningful results pertaining to a specific

solidification model can be obtained. Guidelines to the

choice of appropriate form of the function F �1 are

presented in Chakraborty and Dutta [21]. In the sub-

sequent discussion, the procedure is outlined in brief,

which is suitable for most metallurgical phase change

situations. The aim is to prepare a guideline so that

metallurgically inconsistent results from a macroscopic

model can be avoided.

As a starting point, the metallurgical phase diagram

in a general functional form of T ¼ T ðTL; Tm; C0

Cl
Þ can be

Fig. 10. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 29000 s, (b) t ¼ 33500 s and (c) t ¼ 35500 s. All

dimensions are in m.
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considered, where TL; Tm;C0, and Cl are the liquidus

temperature, melting temperature (of a pure compo-

nent), nominal alloy concentration, and liquid compo-

sition, respectively. As a specific example, this function

may take the following form:

T ¼ TL
Cl

C0

� Tm
Cl

C0

�
� 1

�
; ðB:2Þ

for the case of a linearized phase diagram, which is a

common assumption in many of the macroscopic mod-

Fig. 11. Evolution of flow with time, as obtained from numerical simulation at (a) t ¼ 37500 s, (b) t ¼ 39500 s and (c) t ¼ 42000 s. All

dimensions are in m.

Fig. 12. Photographs of experimental flow visualization (a) zoomed in the middle portion of the cavity, resembling a corresponding

numerical simulation shown in Fig. 7a, (b) zoomed near the right corner of the cavity, resembling a corresponding numerical simu-

lation shown in Fig. 7b.
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els quoted in the literature [12]. The next step is to

substitute the proper metallurgical relation for C0=Cl as

a function of liquid fraction (depending upon the met-

allurgical model under consideration), appropriately

representing the microscopic solute balance. For the

case of a non-equilibrium solidification situation, the

above may be described by Scheil�s model [12] as:

ðCl � CsÞdfs ¼ ð1� fsÞdCl; ðB:3Þ

where fs is the mass fraction of the solid, and Cs is the

solid phase composition. On integrating Eq. (B.3), one

obtains

fl ¼ exp

�
�
Z Cl

C0

dCl

Clð1� kpÞ

�
ðB:4Þ

Fig. 13. A visualiszation of the evolution of interface (experimental).
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where fl is the mass fraction of the liquid, and kp is the

partition-coefficient. Eq. (B.4), in principle, can be in-

tegrated if the variation of kp with Cl is known. For the

specific case of a constant partition-coefficient (or, a

partition-coefficient independent of composition), inte-

gration of Eq. (B.4) gives:

Cl ¼ C0f
kp�1

l ðB:5Þ
Now, substituting Eq. (B.4) in Eq. (B.1), and using

fl ¼ DH=L, one obtains

h� cTL
h� cTm

¼ 1� DH
L

� � 1�kpð Þ
ðB:6Þ

Fig. 15. Evolution of temperature with time, as obtained experimentally and numerically, corresponding to a thermocouple located at

a distance 28.5 mm vertically upwards from the bottom wall, along the centerline of the cavity.

Fig. 14. Evolution of the visualization experiment along with the height of the solidified layer.
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From Eq. (B.6) one gets

F �1ðDHÞ ¼ Tm � ðTm � TLÞ
DH
L

� � kp�1ð Þ
: ðB:7Þ

Eq. (B.7) is an expression for the inverse of the latent

heat function corresponding to the case of non-equili-

brium solidification described by Scheil�s model. It has

to be noted that TL in the above equations is not a

constant, but a natural variable occurring during the

phase-change process, which can be determined from

the current value (during iteration) of the nominal alloy

composition using the phase-diagram information.

From the above illustration, the summary of the

basic steps to obtain metallurgically consistent latent

heat functions for numerical simulation of any solidifi-

cation process can be outlined. It can be noted that, an

essential pre-requisite is first to identify the governing

metallurgical relation for solidification, physically con-

sistent with the model under consideration (namely lever

rule, Scheil�s equation, Brody–Flemings equation etc.).

Then, for each iteration, the following steps are to be

sequentially followed:

Step 1: Obtain the temperature-concentration coupling

from the phase diagram in a functional form.

Step 2: Calculate TL and TS corresponding to the cur-

rent iteration value of the nominal alloy compo-

sition, using step 1.

Step 3: Substitute the metallurgical governing relation

for concentration in terms of liquid fraction

(for example, Scheil�s equation), in the func-

tional form of step 1.

Step 4: Write fl as DH=L and T as, h=c in the algebraic

form obtained from step 1.

Step 5: Solve from step 4, to find an expression for F �1

explicitly.

Step 6: Constrain the F �1 thus formed in meaningful

limits, i.e., if F �1 > TL, F �1 ¼ TL; if F �1 < TS,
F �1 ¼ TS.

It can be noted that the above outline is fairly gen-

eral, and can be applied to several metallurgical models

governing the phase-change behaviour.

Appendix C. Updating of Cl

The liquid fraction at any control volume it can be

found out as fl ¼ ðDH=LÞ, once the latent heat updating
is performed. Thereafter, Cl is updated as:

Cnl ¼
ffiffiffiffiffi
f nl

p
exp

0
B@� 3:4

1þ qðkn�1Þ2
50len�1

h i2
1
CA ðC:1Þ

where Cnl is the value of Cl in a control volume for the nth
iteration, f nl is the liquid fraction in a control volume for

Fig. 16. Variation of Rayleigh number with time.
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nth iteration, kn�1 is the value of turbulent kinetic energy

at ðn� 1Þth iteration at the corresponding point, and en�1

is the value of dissipation rate of turbulent kinetic energy

at ðn� 1Þth iteration at the grid point of concern.

Fig. 17. Variation of Nusselt number (based on heat flux at the liquidus interface) with Rayleigh number (a) over the entire range of

variation of Rayleigh number and (b) in a small range of Rayleigh number depicting flow characteristics towards the end of solidi-

fication.
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Accordingly, the value of eddy viscosity, lnt , at that
point for nth iteration is given by:

lnt ¼ qCnl
ðkn�1Þ2

en�1
ðC:2Þ
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